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A B S T R A C T   

Spatiotemporal models to estimate electricity demand are scarce in the existing literature. In this paper, we 
compare three models to estimate elasticities and forecast demand for residential electricity in Brazil. The Dy
namic Spatial Durbin Model presented the best goodness of fit, with results that confirm the need to consider 
spatial dependence in the Brazilian regions. The results showed temporal inertia, inelasticity of demand con
cerning price and income, and a significant impact of the temperature and the number of households connected 
to the grid. We conclude that omitting the spatiotemporal dynamic could lead to bias in the models used by 
Brazilian utilities.   

1. Introduction 

The Brazilian Electricity Sector (BES) is a complex hydrothermal 
system with continental dimensions that may be considered globally 
unique. Its grid, called the National Interconnected Electricity System 
(SIN), allows for synergistic and reliable operation through regional 
power exchanges (Francisco, 2012), bringing reliability for the whole 
system. The BES has undergone two major structural reforms (in 1994 
and 2004), and the current institutional model relies on three guidelines: 
the universalisation of supply, the security of the system and the 
affordability of tariffs. 

Under this institutional framework, utilities must cover 100% of 
their markets with power purchase agreements, which are implemented 
through a tendering system organised by the Brazilian Electricity Reg
ulatory Agency (ANEEL). For that, the utilities must submit each of their 
demand forecasts for six years ahead, so that ANEEL has the information 
needed to set an energy auction. To comply with this norm, the utilities 
need accurate demand forecasts as errors increase their operating costs 
(Haida and Muto, 1994). In the BES, incorrect forecasts – either 3% 
above or below actual demand – leads to fines for the utilities. Moreover, 
inaccurate forecasts also carry social and economic losses. Thus, accu
rate forecasts play a central and integral role in the planning and 

operation of utilities (Alfares and Nazeeruddin, 2002), ensuring system 
reliability and fair tariffs for consumers. Accurate elasticities are 
essential to anticipate and analyse future variations in demand as well as 
to plan and organise the adequately supply of electricity to the grids in 
their respective markets. 

In other words, utilities benefit considerably from accurate elasticity 
estimates and forecasts for greater economic, energy and environment 
efficiencies when planning future contracts, with implications for min
imising costs and mitigating risks. Obtaining valid estimates of elastic
ities and accurate demand forecasts is crucial to understanding the 
energy system and the impact of energy policy instruments (Boogen 
et al., 2017), and has substantial implications for utilities, regulators and 
policymakers (Feehan, 2018). Therefore, the ability to accurately model 
electricity demand plays a vital role in understanding, building and 
optimising future demand variability (Holz et al., 2020), and is arguably 
one of the major challenges for utilities. 

Many statistical methods have been developed for forecasting and 
elasticities modelling. Beginning with Houthakker (1951), the devel
opment and enhancement of statistical tools has provided more precise 
techniques such as multiple regression (Houthakker, 1951; Anderson, 
1973; Zhou and Teng, 2013), exponential smoothing (Christiaanse, 
1971; El-Keib et al., 1995; Infield and Hill, 1998), Kalman filter 
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(Moghran and Rahman, 1989; Inglesi-Lotz, 2011; Arisoy and Ozturk, 
2014), Autoregressive Integrated Moving Average (ARIMA) models 
(Elrazaz and Mazi, 1989; Juberias et al., 1999; Cabral et al., 2017), 
VAR/VEC models (Modiano, 1984; Bakirtas et al., 2000; Garcez and 
Ghirardi, 2003; Jamil and Ahmad, 2011; Lim et al., 2014), genetic al
gorithm (Ma et al., 1995; Yang et al., 1996; Lee et al., 1997; Arnaout, 
2017), fuzzy logic (Liang and Hsu, 1994; Ramirez-Rosado and 
Dominguez-Navarro, 1996; Chow and Tram, 1997; Zahedi et al., 2013; 
Torrini et al., 2016), neural networks (Srinivasan and Lee, 1995; Hsu 
and Yang, 1992; Oğcu et al., 2012; Bozkurt et al., 2017) and support 
vector machine (Chen et al., 2004; Tao et al., 2004; Guo et al., 2006, 
2018bib_Guo_et_al_2006; Hong, 2009bib_Guo_et_al_2018). Although 
these models are widely used by utilities to forecast electricity demand, 
only parametric models can estimate elasticities. Cabral et al. (2017) 
pointed out that this range of models neglects the possible existence of 
spatial autocorrelation in electrical systems. De Siano and Sapio (2020) 
also highlight the importance of spatial econometrics to electricity 
markets. 

Thus, the dynamics of the spatial data distribution can be explored to 
assess whether spatial autocorrelation needs to be taken into account in 
the specification of the econometric model, to avoid biased and ineffi
cient estimates (Elhorst, 2010). One particular class of models that in
corporates the influence of spatial interactions has recently drawn 
increased interest (Cabral et al., 2017; De Siano and Sapio, 2020). 
Nevertheless, these models fall within a time series framework, rather 
than in a panel data environment (Baltagi, 2008). To bridge this gap, we 
present a comparison of three multivariate panel data models – Dynamic 
Data Panel, Durbin Dynamic Spatial (Dynamic SDM), and Spatial 
Lag-Autoregressive Spatial Error with Autoregressive Component 
(SAC-AR (1)) – to assess which model is the most appropriate in yielding 
valid elasticities and accurate demand forecasts. Since elasticities play 
an important role in energy demand forecasting (Woo et al., 2018), we 
estimate elasticities of price, income, the number of households con
nected to the grid, and temperature, concerning household electricity 
demand. 

This paper contributes to the modelling and support of electrical 
sector policies in at least four aspects. The first is that the comparisons of 
spatial multivariate panel data models which, although rare in Brazil, 
have aroused the interest of international researchers (Ohtsuka et al., 
2010; Ohtsuka and Kakamu, 2013; Blázquez Gomez et al., 2013; Cho 
et al., 2015; Akarsu, 2017; De Siano and Sapio, 2020). The second is that 
we present a theoretical electricity demand model that considers the 
possible existence of spatial autocorrelation in the electrical sector. 
Third, the demand elasticities estimated and the forecasting performed 
through the studied models can be used to anticipate electricity demand 
variations and provide an alternative tool for better planning and 
expansion of energy supply to the Brazilian and international in
stitutions in charge of the management of the electrical sector. Finally, 
the results of the empirical analysis suggest that there are possibilities 
for new research in other areas of the energy sector in which more ac
curate forecasts are essential, such as in streamflow, solar radiation es
timates and wind forecasting. 

This paper is organised in five sections, besides this introduction. The 
next section presents the theoretical model of residential electricity 
demand, taking into consideration the possible spatial autocorrelation in 
regional electrical systems. The third section discusses the specification 
of three panel models representing the electricity demand of utilities, in 
which the latter two consider the existence of spatial interaction within 
the BES. Section 4 outlines the database used, while Section 5 discusses 
the results. The final section rounds up the study’s findings. 

2. Theoretical framework for modelling residential electricity 
demand 

The approach proposed here is based on the assumption that utilities 
are in a better position than anyone else to model their ‘captive’ 

markets. The rationale behind such an approach is that the responsibility 
for defining the level of demand to be contracted at the auctions falls to 
the utilities. For this, they must supply contracts to meet the total de
mand of their markets or face an increase in production costs if they do 
not. 

However, the utilities have many problems in estimating demand 
because the information they have is usually incomplete and/or 
imperfect (Labandeira et al., 2012). Based on these considerations, it is 
necessary for the utilities to specify the electricity demand model 
adequately. With a well-specified demand model, utilities can model the 
electricity demand of their markets and ensure productive, allocative 
and environmental efficiencies. 

Because of the limited data available to utilities, the alternative is to 
estimate electricity demand through aggregate data such as prices, in
come, the number of households connected to the grid and climatic 
conditions. Although there is no consensus in the literature about the 
most suitable functional form, most of the studies that estimate elec
tricity demand equations adopt a linear or logarithmic form (Labandeira 
et al., 2012). We choose to perform an increasing monotonic trans
formation of the log-log type in the Cobb-Douglas demand function 
because the estimated coefficients are equivalent to the elasticities. 

Based on Houthakker and Taylor (1970), Wilson (1971), Houthakker 
et al. (1974), Houthakker (1980), Modiano (1984), Filippini (1999), 
García-Cerruti (2000), Hondroyiannis (2004), Holtedahl and Joutz 
(2004), Narayan and Smyth (2005), Amarawickrama and Hunt (2008) 
and Arisoy and Ozturk (2014), after some algebraic rearrangements, one 
can specify an individual electric power demand function (Dt) for a 
given utility as follows: 

ln(Dt)= μ+ ∅ ln(Dt− 1)+ β1ln(Pt)+ β2ln(It)+ β3ln(Ut)+ β4ln(Tt) + εt (1)  

where μ = ln(A) is a constant term, Dt− 1 is the electricity demand from 
the previous period, P is the price of electricity, I denotes the average 
income of consumers, U represents the number of households connected 
to the grid and T is the temperature. The subscript t indicates time. Note 
that the prices of a possible substitute for electricity, such as natural gas 
or liquefied petroleum gas (LPG), are not included in Equation (1), as 
this would imply a change of the equipment providing the required 
energy service.1 

The estimated elasticities in Equation (1) are interpreted as the direct 
effects of a percentage variation in a given explanatory variable on the 
percentage change in electricity consumption. Therefore, the estimates 
of β1, β2, β3 and β4 coefficients in Equation (1) can be interpreted as 
demand elasticities of price, income, units connected to the grid and 
temperature, respectively. It is expected that the price elasticity of de
mand (β1) is negative, while the remaining elasticities (β2,β3,β4)and the 
inertial demand of electricity (∅) should be positive. It is worth noting 
that the models used by the utilities have an error (ε) in their forecasts of 
electricity demand. Forecast errors can differentiate a cost-effective 
model from another that is not. These forecast errors are usually 
measured through the mean absolute percentage error (MAPE). 

As noted by De Siano and Sapio (2020), electricity demand, in the
ory, is expected to be spatially dependent. However, despite the 
importance of the spatial spillovers on the decisions of utilities and 
consumers’ electricity, they have been neglected for a long time. To 
avoid an increase in production costs resulting from inadequate models, 

1 In this paper, two goods are substitutes when the variation of the price of 
one good generates proportional variation in the demand of the other good, 
without requiring an exchange of equipment or technology to establish the 
substitution of one good for the other. In the current case, electricity and nat
ural gas/LPG are not considered as substitutes since, in case of an increase in 
the price of electricity, for example, the increase in the demand for natural gas/ 
LPG would only be possible through an exchange of technology. This technol
ogy exchange may not be economically viable for the consumer in the short- 
term. 
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utilities must verify if there is spatial dependence and/or heterogeneity 
in their markets. It is worth pointing out that Ohtsuka et al. (2010), 
Ohtsuka and Kakamu (2013), Blázquez Gomez et al. (2013), Cho et al. 
(2015), Akarsu (2017) and Cabral et al. (2017) indicated that electricity 
consumption is spatially dependent. 

Given the above, the existing spatial dependence must be modelled 
on the utilities’ demand function. This dependence can be modelled 
through the spatial lag of the electricity demand (W ln(Dt))and/or 
spatial spillovers (W ln(Xt)whereX = Wln(Pt),Wln(It),Wln(Ut)eWln(Tt))

and/or through random shocks of neighbouring regions (Wεt). For that 
matter, we propose a general demand function capable of modelling 
spatial effects on the electricity consumption of the residential sector as 
specified as follows: 

ln(Dt)=μ+∅ln(Dt− 1)+ρW ln(Dt)+β1ln(Pt)+β2ln(It)+β3ln(Ut)+β4ln(Tt)

+Ψ 1Wln(Pt)+Ψ 2Wln(It)+Ψ 3Wln(Ut)+Ψ 4Wln(Tt)+εt  

εt = λWεt + vt (2)  

where ρ is the spatial autoregressive coefficient that captures the 
importance of existing spatial interactions (regional electricity ex
changes) in the electricity consumption of the utilities. W is a spatial 
weights matrix. Ψmeasures the importance of exogenous spatial in
teractions. λ is the spatial autoregressive error parameter. The 
remainder of the notation remains the same as Equation (1). 

To manage the operation and expansion of the energy system, it is 
necessary to propose an aggregate model capable of modelling the 
electricity demand for the utilities operating in the electricity sector. 
Simply and straightforwardly, the individual electricity power demand 
function can be generalised to account for an aggregate system of util
ities through the summation of all utilities. 

3. Methods and material 

3.1. Specification of multivariate models for electricity demand in the 
Brazilian residential sector 

In the BES, the utilities follow the Regulated Contracting Environ
ment (RCE) guidelines. The utilities meet mainly the residential sector – 
the second-largest electricity market in Brazil, accounting for about 29% 
of the country’s total supply (EPE, 2019) – and a portion of demand of 
the industry and services sectors. Under the framework of the RCE, the 
utilities are responsible for defining the level of demand to be presented 
at the auctions to ensure compensation for its costs in the annual tariff 
readjustment. Thus, the basis of the Brazilian utilities’ decision-making 
process is related to the use of a better method to obtain valid elasticity 
estimates and accurate forecasts. 

We specify three different models to estimate electricity demand 
elasticities in Brazil and compare the adjustment through the informa
tion criteria (AIC and BIC). Concerning forecast accuracy, we use MAPE 
because it is the most widely used measurement (Kahn, 1998; Goodwin 
and Lawton, 1999). Besides, as our data are positive and much greater 
than zero, MAPE is preferred rather than other measures of forecast 
error (Hyndman and Koehler, 2006). This exercise clarifies their char
acteristics and usage, thus contributing to research in the area. 

3.1.1. Dynamic panel 
A data panel is a set that includes cross-sectional data over time. As 

Wooldridge (2002) points out, the primary motivation for panel data use 
is to mitigate omitted variables bias. In the data panel structure, the 
central question is whether the unobserved effects are (or are not) 
correlated with the explanatory variables or the error term. 

The Hausman (1978) test can be used to deal with unobserved effects 
bias in the ordinary least squares (OLS) estimates. According to the test 
results, either the fixed effects (FE) method or the random effects (RE) 
method should be employed. The FE adds a transformation to remove 

the unobserved effect (μg) from the OLS, while the RE involves a 
generalised least squares (GLS) estimation and should be used when the 
observed effect is not correlated with any of the explanatory variables. 

A limitation of traditional data panel models is that they do not 
incorporate the possible temporal dynamics of the dependent variable. 
This limitation is overcome by dynamic models with panel data, which 
are estimated through the generalised method of moments (GMM) 
(Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and 
Bond, 1998). 

Dynamic data panel models have been extensively studied in recent 
decades because they can capture the dynamics of the variable of in
terest, besides being able to control the unobservable heterogeneity 
among the regional units under analysis. However, they do not incor
porate spatial effects, which is unfortunate because regional data often 
requires models that include such effects to produce consistent and 
efficient estimates, as both the theoretical and empirical literature 
emphasises. 

Dynamic models for panel data are indicated when many variables of 
interest are related to each other and their previous values. In these 
cases, the GMM estimation takes into account the persistence of the 
dependent variable over time. 

Following the above considerations, the aggregate electricity de
mand of utility g (g= 1,…,G) in period t(t = 1,…,T), Dgt , can be rep
resented by the following log representation of a dynamic panel data 
model: 

ln
(
Dgt

)
=μg + ∅ln

(
Dgt− 1

)
+β1ln

(
Pgt

)
+β2ln

(
Igt
)
+β3ln

(
Ugt

)
+β4ln

(
Tgt

)
+ vgt  

vgt ∼ N
(
0, σ2) (3)  

where: 
μgis a constant term. 
Dgt− 1: aggregate electricity demand of utility g in period t − 1, 
Pgt: average electricity tariff charged by utility gin period t, 
Igt : average income of utility gconsumers in period t, 
Ugt : number of households connected to the grid in the concession 

area of utility g in period t, 
Tt : the average temperature in the concession area of utility g in 

period t, and 
vgtis white noise. 
If (∅ + β1 + β2 + β3 + β4) < 1, Equation (3) indicates decreasing 

returns to scale.2 As noted by Varian (1992), this phenomenon occurs 
when at least one of the electricity demand function’s explanatory fac
tors is fixed. 

Grouping the data set of the 62 utilities in the BES (g= 1,…, 62) in 
stacks, Equation (3) can be understood as the electricity demand func
tion under a dynamic panel data structure. 

As in traditional data panel models, the dynamic panel model deals 
with the unobserved effects inherent to each region (μg) through either 
the FE or RE method, according to the result of the Hausman test (1978). 
Thereafter, the GMM estimator of Arellano and Bover (1995) is used to 
assess the explanatory variables by computing their first differences, 
which are not strictly exogenous with their available lags. To handle 
this, Arellano and Bond (ibid.) propose the use of lagged variables in at 
least two periods(t − 2) as an instrument for the first difference equation 
to achieve consistent estimates. 

3.1.2. Dynamic Spatial Durbin Model (dynamic SDM) 
Integrating spatial and temporal lags in the econometric analysis of 

regional data is essential for building more successful models and 

2 The electricity demand function presents decreasing returns to scale when 
an increase in its explanatory factors implies a proportionately lower increase in 
electricity demand. 
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avoiding estimation bias (Rey and Montouri, 1999; Badinger et al., 
2004). Unfortunately, the literature on temporal and spatial dynamics 
has progressed independently with little interaction between them 
(Beenstock and Felsenstein, 2007). 

In the case of regional electricity demand in Brazil, we include a 
spatial lag of the dependent and explanatory variables because the 
electricity consumption of a region is probably influenced by the 
average consumption of electricity in neighbouring regions, as Brazilian 
regions are socially and economically interrelated. Furthermore, the 
inclusion of a spatiotemporal lag of the dependent variable in the 
specification of the model intends to test the hypothesis of whether 
inertia in the electricity demand of neighbouring regions is capable of 
influencing demand in the observed regional unit. 

Considering the existence of spatial spillovers in Brazilian electricity 
demand (Cabral et al., 2017), we can specify an autoregressive spatial 
dynamic panel model (Debarsy et al., 2012) to represent spatial dy
namics by including contemporary spatial lags of both the dependent 
variable and the covariates, along with time dynamics modelled by the 
inclusion of a temporarily lagged variable. Thus, a Dynamic Spatial 
Durbin Model (dynamic SDM) for the regional electricity demand in 
Brazil can be formalised as follows: 

ln
(
Dgt

)
=μg+ ∅ ln

(
Dgt− 1

)
+ρ1Wg ln(Dt)+ρ2Wgln(Dt− 1)+β1ln

(
Pgt

)

+β2ln
(
Igt
)
+β3ln

(
Ugt

)
+β4ln

(
Tgt

)
+Ψ 1Wgln(Pt)+Ψ 2Wgln(It)+Ψ 3Wgln(Ut)

+Ψ 4Wgln(Tt)+ vgtvgt ∼N
(
0,σ2) (4)  

where: 

Dt,Dt− 1,Pt, It,Ut,Ttare(G× 1)vectors,

∅is the inertial demand of electricity. 
ρi, i = 1, 2 are the spatial autoregressive coefficients that capture the 

importance of existing spatial interactions int andt− 1 (electricity 
regional exchanges), and. 

Ψ i, i = 1, …, 4, are parameters that measure the importance of 
exogenous spatial interactions. 

In Equation (4), spatial dependence is modelled through a spatial 
weights matrix W = [W1, ...,WG]

’ where […]’ denotes the transpose. 
Wgare (1×G) vectors, so that Wg ln(Dt)represent spatial lags of elec
tricity demand, Wgln(Dt− 1) the spatiotemporal lags of electricity de
mand, while Wgln(Pt), Wgln(It), Wgln(Ut), and Wgln(Tt) denote spatial 
spillovers of price, income, number of households connected to the grid, 
and average temperature, respectively. 

Once again, the unobserved effects are treated through either the FE 
or the RE method. To estimate the parameters of Equation (4) efficiently 
and consistently, the GMM proposed by Blundell and Bond (1998) was 
used. It should be noted that the application of a dynamic SDM to esti
mate electricity demand elasticities and perform forecasting in the 
electrical sector is original, both in Brazil and abroad. 

In vector notation, Equation (4) can be written as: 

ln(Dt)=μ+∅ln(Dt− 1)+ρ1W ln(Dt)+ρ2Wln(Dt− 1)+β1ln(Pt)+β2ln(It)

+β3ln(Ut)+β4ln(Tt)+Ψ 1Wln(Pt)+Ψ 2Wln(It)+Ψ 3Wln(Ut)

+Ψ 4Wln(Tt)+vt (5)  

where: μ and vt are (G×1) vectors. The rest of the notation remains the 
same as in Equation (4). 

According to LeSage and Pace (2009), the total effects (elasticities) 
do not come unmistakably from the estimated coefficients. In an SDM 
model, to have the impact of both direct and indirect effects provided by 
the spatial interaction between regions of an explanatory variable, it is 
necessary to make the following transformation on Equation (5): 

ln(Dt) − ρ1W ln(Dt)= μ+ ∅ ln(Dt− 1)+ ρ2Wln(Dt− 1)+ β1ln(Pt)+ β2ln(It)

+ β3ln(Ut)+ β4ln(Tt)+Ψ 1Wln(Pt)+Ψ 2Wln(It)+Ψ 3Wln(Ut)

+Ψ 4Wln(Tt) + vt (6) 

Or 

(IG − ρ1W)ln(Dt)=μ+∅ln(Dt− 1)+ρ2Wln(Dt− 1)+β1ln(Pt)+β2ln(It)

+β3ln(Ut)+β4ln(Tt)+Ψ 1Wln(Pt)+Ψ 2Wln(It)+Ψ 3Wln(Ut)

+Ψ 4Wln(Tt)+vt (7)  

where IG is a (G×G) identity matrix. After pre-multiplying both sides of 
Equation (7) by (IG − Wρ1)

− 1 and rearranging the terms of the right 
side, we reach: 

ln(Dt)= (IG − Wρ1)
− 1μ+(IG − Wρ1)

− 1
(∅IG + ρ2W)ln(Dt− 1)

+ (IG − Wρ1)
− 1
(β1IG +Ψ 1W)ln(Pt)+ (IG − Wρ1)

− 1
(β2IG +Ψ 2W)ln(It)

+ (IG − Wρ1)
− 1
(β3IG +Ψ 3W)ln(Ut)+ (IG − Wρ1)

− 1
(β4IG +Ψ 4W)ln(Tt)

+ (IG − Wρ1)
− 1vt

(8) 

As discussed by Elhorst (2010), the interpretation of the results of the 
dynamic SDM model in Equation (8) needs to take into account the fact 
that it contains temporally lagged, spatially lagged, besides temporally 
and spatially lagged dependent and independent variables. To help with 
this interpretation, we use the following notation (LeSage and Pace, 
2009, p. 114): 

Sμ(W)= (IG − Wρ1)
− 1μ (9)  

SD(W)= (IG − Wρ1)
− 1
(∅IG + ρ2W) (10)  

SP(W)= (IG − Wρ1)
− 1
(β1IG +Ψ 1W) (11)  

SI(W)= (IG − Wρ1)
− 1
(β2IG +Ψ 2W) (12)  

SU(W)= (IG − Wρ1)
− 1
(β3IG +Ψ 3W) (13)  

ST(W)= (IG − Wρ1)
− 1
(β4IG +Ψ 4W) (14) 

Equation (8) can thus be written as 

ln(Dt)=Sμ(W)+SD(W)ln(Dt− 1)+SP(W)ln(Pt)+SI(W)ln(It)+SU(W)ln(Ut)

+ST(W)ln(Tt)+(IG − Wρ1)
− 1vt (15) 

According to LeSage and Pace (ibid.), the empirical results of the 
dynamic SDM model, in particular demand elasticities, can be sum
marised as direct, indirect and total effects by: 

E(r)direct =G− 1tr(Sr(W)) (16)  

E(r)total =G− 1ι’
GSr(W)ιG (17)  

E(r)indirect =E(r)total − E(r)direct (18)  

where tr denotes the trace, ιG an (G×1) vector of ones and. r = μ,D,P,I,U,

T.
In the studied case, the E(r)direct can be understood as the change in 

the electricity demand of region g due to a change of variable r in the 
same region, E(r)indirect as the change on the electricity demand of region 
g due to a change of variable rin neighbouring regions and E(r)total as the 
change in the electricity demand of region g due to a change of variable r 
in the same region plus the effect of neighbouring regions, which exert a 
feedback effect on the electricity demand of region g, i.e., this refers to 
elasticities in the dynamic SDM model. 

3.1.3. Spatial lag model and autoregressive spatial error with autoregressive 
components (SAC-AR(1)) 

When patterns of electricity consumption in neighbouring regions 
are correlated with local consumption and unobserved variables are 
spatially correlated, the SAC model is appropriate to deal with these 
spatial effects. This is because the SAC combines both spatial lag and 
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autoregressive spatial error, thus taking into account spatial spillovers 
both in the endogenous variable and in the error term. 

Furthermore, as indicated in Equation (1), it is plausible to assume 
that the current electricity consumption carries an inertial component 
from the previous period, which is why a temporal autoregressive 
component is included in the so-called SAC-AR(1) model (Cho et al., 
2015), as shown in Equation (19) below. 

ln
(
Dgt

)
= μg + ∅ ln

(
Dgt− 1

)
+ ρ1Wg ln(Dt)+ β1ln

(
Pgt

)
+ β2ln

(
Igt
)
+ β3ln

(
Ugt

)

+ β4ln
(
Tgt

)
+ εgt  

εgt = λWgεt + vgt (19)  

where εt is a (G × 1)vector of spatially lagged errors and λ(|λ|< 1) is the 
spatial autoregressive coefficient of the residues. The remainder of the 
notation is the same as in Equation (1). Maintaining the same notation as 
before, Equation (19) can be written in vector form as: 

ln(Dt)= μ+ ∅ ln(Dt− 1)+ ρ1W ln(Dt)+ β1ln(Pt)+ β2ln(It)+ β3ln(Ut)

+ β4ln(Tt) + εt  

εt = λWεt + vt (20) 

Analogous to the models specified by Equations (3)–(5), the unob
served heterogeneity for utility g (μg) was treated through either the FE 
or the RE method. The maximum likelihood (ML) method, as proposed 
by Elhorst (2010) and Lee and Yu (2010), was used to estimate the 
SAC-AR (1) spatial data panel specified in Equation (20). The choice of 
the ML estimation rests on its simplicity in dealing with the endogeneity 
of the W ln(Dt) variable, besides being a widely accepted method. 

It is worth noting that the elasticities of the SAC-AR (1) model must 
be calculated through a similar transformation to dynamic SDM elas
ticities, following Equations (6)–(18). 

3.2. Database 

The database used consists of monthly panel data from January 2008 
to December 2018 for the five Brazilian regions of the National Inter
connected Electricity System: North, Northeast, Central-West, Southeast 
and South. Because of limitations in the available data, we are not 
estimating the demand for a particular utility, but rather for an ‘equiv
alent utility’ in a given region, i.e. an aggregation of the utilities in that 
region. The panel contains 132 observations for each region, totalling 
660 observations. 

The data for electricity demand, the number of households con
nected to the grid and tariffs were obtained through the Decision Sup
port System (SAD) of the ANEEL. The proxy to average per capita 
regional income was computed by dividing aggregate monthly regional 
wages by the total number of workers in the region. The former was 
extracted from the General Cadastre for Employed and Unemployed 
(CAGED), while the latter was gathered by combining the data from 
CAGED with that of the Annual Social Information Report (RAIS). The 
data on the average temperatures of regions were taken from the 
Meteorological Database for Teaching and Research of the Brazilian 
Institute of Meteorology (BDMEP/INMET). The series of electricity de
mand was seasonally adjusted, while data of price and income were 
deflated. Table 1 summarises the sources and units of the data used in 
the estimation of the three proposed models. 

4. Results and discussion 

4.1. Empirical results 

As mentioned before, the Hausman test was performed to deal with 
the unobserved effects inherent to each region (μg) in the proposed data 
panel models. The result of the test rejected the null hypothesis that the 
RE method would be consistent, thus indicating that the FE method is 

more appropriate, i.e., μg is constant. Therefore, all three models were 
estimated with the correction of unobserved effects through the FE 
method. 

The lagged dependent variable on the right side of the models’ 
equations acts as an endogenous regressor. To address this temporal 
endogeneity in the estimation of the dynamic panel model, we employed 
the Blundell and Bond (1998) estimator, which is an extension of the 
estimator developed by Arellano and Bond (1991). It consists of taking 
the first differences in Equation (3) and estimating its parameters 
through GMM. With this method, specific unobserved time-invariant 
effects are removed. 

Furthermore, it is necessary to verify the coefficients’ consistency by 
applying the Arellano-Bond autocorrelation test, which is performed on 
the residuals in difference. The hypothesis to be tested is whether there 
is a serial correlation of first and second orders, with it being desirable to 
reject the second but not the first. The reason for this is that if there is no 
second-order serial correlation in the residuals in the first difference, i.e. 
E(Δvg,tΔvg,t− 2) = 0, then there is no serial autocorrelation in the re
siduals at this level as assumed by the Blundell and Bond method. In the 
studied case, the values of the Arellano-Bond autocorrelation test for the 
first and second orders were − 2.138** and − 0.461, respectively, which 
implies that the estimates are consistent since it is possible to reject the 
null hypothesis of the absence of second-order serial correlation. 

It is also necessary to test whether the residuals of the dynamic panel 
are spatially autocorrelated because either spatial autoregressive errors 
would make the estimates inefficient or spatial lags in the dependent 
variable and/or spatial spillovers of exogenous variables would imply 
biased estimates. The CD-Pesaran test (6.60***) showed that there is 
cross-sectional spatial dependence between regions, which was 
confirmed by the Moran’s I test spatial autocorrelation statistic 
(0.257***) indicating the existence of spatial dependence on residuals at 
the 1% level of significance. As suggested by De Siano and Sapio (2020), 
electricity demand is expected to be spatially dependent because, be
sides resources and production, consumption of energy also is defined 
over time and space. Despite the existing spatial nature in the electricity 
sector, spatial dependence has been neglected in electricity sector 
modelling. 

Table 2 below shows the results of the three estimated models: Dy
namic Panel, Dynamic SDM and SAC-AR(1). The results show that the 
dynamic SDM model has the best goodness of fit to estimate the elas
ticities since it presented the lowest AIC and BIC information criteria. 
Besides, the model’s lowest MAPE confirms that the spatiotemporal 
dynamic SDM model is the most adequate to predict regional electricity 
demand in Brazil. Therefore, the spatiotemporal dimension must be 
incorporated into the models used by the electricity sector. 

As previously mentioned, the estimated coefficients of the dynamic 
SDM model displayed in Table 2 cannot be directly interpreted as elas
ticities. To find them, it is necessary to perform the transformation 
proposed by LeSage and Pace (2009), detailed in subsection 3.2. The 
results of this transformation are displayed in Table 3. 

Table 1 
Summary of data sets used.  

Variable Description Unit Source 

Dg  Aggregate Electricity Demand in Region g  GWh SAD/ANEEL 
Pg  Average Electricity Tariff in Region g  R$ SAD/ANEEL 
Ig  Average Per Capita Income in Region g  R$ CAGED/ 

RAIS/MT 
Ug  Number of Households Connected to the 

Grid in Region g  
Quantity SAD/ANEEL 

Tg  Average Temperature in Region g  oC BDMEP/ 
INMET  
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4.2. Discussion 

This paper used monthly panel data from January 2008 to December 
2018 of the ‘equivalent utilities’ to model regional electricity demand in 
the Brazilian household sector. Our findings in terms of forecast accu
racy improvements by spatial models are similar to those found in 
Ohtsuka et al. (2010), who studied Japanese utilities. In the Brazilian 
case, Cabral et al. (2017) confirmed the predictive performance supe
riority of the space-time model (ARIMASp) to predict the electricity 
demand of the ‘Southeast Equivalent Utility’ in a univariate context. 
Additionally, along the same lines as the findings of our paper, Ohtsuka 
and Kakamu (2013), Blázquez Gomez et al. (2013), Noonan et al. 
(2013), Cho et al. (2015) and Akarsu (2017) found evidence that spatial 
models are more suitable for estimating elasticities of residential elec
tricity demand in Spanish provinces, the Greater Chicago area/USA, 
South Korean regions and Turkish provinces, respectively. 

As seen in Table 3, the total effect of the temporal inertia of elec
tricity consumption in Brazilian regions is 0.697, which suggests that the 

temporal inertia of regional consumption is relevant in explaining cur
rent consumption. This result reveals that electricity consumption habits 
are relatively stable in Brazilian residences; after all, electricity is an 
essential good. 

Electricity prices can vary stochastically across time and space (Bohn 
et al., 1984). According to our data, the price elasticity of demand is 
− 0.124, which means that a 1% tariff increase would decrease con
sumption by 0.124%. This price inelasticity arises from a lack of sub
stitute goods and alternatives to electricity in Brazilian residences, 
suggesting that a policy to reduce consumption by tariff increases alone 
would not be effective. The tariff flags system, which was introduced in 
2015 to compensate for higher generation costs due to the greater use of 
thermal rather than hydro plants, has thus had a limited impact. A 
similar situation occurs with wages, which are quite inelastic, i.e., an 
increase in income will give rise, ceteris paribus, to a less-than propor
tional increase in electricity demand. From the microeconomic view, 
this result shows that electricity is a necessary good for Brazilian 
households. We observe that electricity demand is responsive to income 
level, with an elasticity of 0.041. 

The demand inelasticity in relation to price and income found here 
are in line with those found in previous studies about the BES (Modiano, 
1984; Andrade and Lobão, 1997; Schmidt and Lima, 2004; Rodrigues 
et al., 2013; Uhr et al., 2019). Internationally, most studies about elec
tricity demand elasticities have also found that demand is inelastic in 
relation to price and income (for example, see Anderson, 1973; Hou
thakker et al., 1974; Filippini, 1999; Labandeira et al., 2012; Blázquez 
Gomez et al., 2013; Akarsu, 2017). We highlight that the different 
economic conditions in the countries lead to different household re
sponses to changes in electricity prices and incomes. Developing econ
omies have income and price elasticities larger than developed 
countries. Households in developing countries are more sensitive to 
changes in electricity price and wages, indicating that as the economy 
grows, the electricity demand is gradually satisfied, which leads to the 
reduction in the income and price elasticities (Zhu et al., 2018). 
Therefore, the results found in our estimations are consistent with the 
results of Brazilian and international surveys. 

As expected, the number of residences connected to the grid has a 
higher demand elasticity (0.383). This finding means that for every 1% 
additional residences connected to the grid, electricity consumption 
increases by 0.383%. This result is interesting as it allows utilities to 
improve the quality of electricity supply, plan the expansion of their grid 
as well as anticipate variations in electricity demand due to universal
isation programmes – such as ‘Light for All’ – that aim to provide access 
to electricity to all Brazilian households. It also suggests that pro
grammes to encourage the regularisation of consumption – like the 
‘Social Tariff’ – can be tools to reduce the electricity theft that is quite 
commonplace in poorer neighbourhoods. 

Given the continental dimension and the tropical climate of Brazil, 
the ambient temperature varies widely among regions. With this, we 
understand that temperature is a key driver of electricity demand vari
ation in the BES. Despite this, few consider the influence of temperature 
on electricity demand in Brazil, and only Depaula and Mendelsohn 
(2010), Hollanda et al. (2012) and Rodrigues et al. (2013) incorporated 
the climate as an explanatory factor for residential electricity demand. 
As Table 3 shows, there is a positive relationship between electricity 
demand and average temperature, with an elasticity of 0.063. The 
weather affects the behaviour of Brazilian households by reducing the 
margin of reaction to variation in electricity demand. The energy ser
vices are relatively stable, i.e., the consumers use equipment throughout 
the year to guarantee indoor thermal comfort. This habit implies low 
elasticity of demand with respect to temperature. 

The spatial lags (ρ̂1, ρ̂2) and spillovers of the explanatory variables 
(Ψ̂ 1, Ψ̂ 2, Ψ̂ 3, Ψ̂ 4)were statistically significant, meaning that a particular 
policy related to price, income, residences connected to the grid and 
temperature in a given region aiming at varying electricity demand will 

Table 2 
Results for estimation of the proposed models.  

Demand: ln(Dgt) Dynamic Panel Dynamic SDM SAC-AR(1) 

∅̂  0.889*** 0.713*** 0.731***  

(0.012) (0.023) (0.024) 
β̂1  

− 0.078*** − 0.152*** − 0.166***  

(0.014) (0.026) (0.030) 
β̂2  

0.030*** 0.055*** 0.097***  

(0.005) (0.021) (0.025) 
β̂3  

0.106*** 0.39*** 0.44***  

(0.013) (0.046) (0.045) 
β̂4  

0.016** 0.037*** 0.059***  

(0.008) (0.010) (0.001) 
Ψ̂ 1   0.058***    

(0.015)  
Ψ̂ 2   − 0.024*    

(0.013)  
Ψ̂ 3   − 0.100***    

(0.036)  
Ψ̂ 4   0.011    

(0.007)  
ρ̂1   0.242*** 0.014   

(0.024) (0.043) 
ρ̂2   − 0.185***    

(0.023)  
λ̂    − 0.206***    

(0.056) 
Constant 0.084** − 0.221 ___  

(0.042) (0.295)  
AICa − 3.497 − 3.710 − 2.969 
BICb − 3.489 − 3.693 − 2.959 
MAPE 0.193 0.147 0.374 
Number of observations 660 660 660 

Notes: Standard errors in parentheses. 
***p < 0.01, **p < 0.05, *p < 0.1. 

a Akaike Information Criterion. 
b Bayesian Information Criterion. 

Table 3 
Summary of estimated regional electricity demand elasticities in Brazil ‒ Dy
namic SDM model.  

r E(r)direct  E(r)indirect  E(r)total  

D 0.941 − 0.244 0.697 
P − 0.201 0.077 − 0.124 
I 0.073 − 0.032 0.041 
U 0.515 − 0.132 0.383 
T 0.049 0.015 0.063  
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affect not only that region but also the neighbouring regions. For 
example, a pricing policy that leads to an increase of 1% in electricity 
tariffs of utilities in the neighbouring regions would increase the elec
tricity consumption in the analysed utility by 0.058%. Moreover, every 
additional 1% in the electricity demand of utilities in the neighbouring 
regions increases the electricity consumption of the utility by 0.242%. 

This spatial dependence in household consumption is due to the 
interdependence of socioeconomic activities, similar lifestyle trends and 
consumption behaviours, as well as migration flows among Brazilian 
regions. Spatial spillovers of regional economic factors should be 
considered in the models used by utilities, regulators, and policymakers 
in the BES to estimate elasticities and forecast demand. 

5. Conclusions 

This paper provided a comparison of three panel data models that 
have shown the importance of considering spatial interactions to 
modelling electricity demand for the Brazilian household sector. The 
dynamic SDM model obtained the best goodness of fit to estimate the 
elasticities and forecast electricity demand. Thus, we conclude that 
omitting spatiotemporal dynamic leads to bias in the models used by the 
Brazilian utilities. The bias in the estimated parameters generates waste 
of energy and environmental resources besides increasing the proba
bility of blackouts, which in turn decreases the profit of the utilities. 
Hence, valid demand elasticity estimation and accurate demand fore
casting are major objectives in utility decision-making. The dynamic 
SDM model established here could be efficiently used to define the 
electricity demand to be contracted in energy auctions and be used in 
the annual tariff adjustment, while helping the utilities to make in
vestment and planning decisions. 

The model estimated the elasticities with respect to tariff, income, 
number of households connected to the grid and temperature. The re
sults showed that price and income are inelastic, in line with the findings 
of international and local literature. We verified significant temporal 
inertia and the substantial impact of the number of residences connected 
to the grid on overall household electricity demand. On the other hand, 
the elasticity of the regional average temperature was minimal. 

The penetration over time and space of intermittent renewable en
ergy and systems of distributed generation – which allow customers to 
invest in small power plants for their own consumption – will promote 
geographic de-concentration in the BES. As a result, spatial economet
rics models will gain importance in modelling the electricity markets 
and will be paramount to achieving the BES goals of security of elec
tricity supply, affordability of tariffs and universalisation of access. 

Finally, the models presented in this paper could be particularly 
useful in other areas of the BES. They could be employed, for example, to 
improve the accuracy of streamflow forecasts, which are of enormous 
importance to the supply of energy in Brazil given the country’s hy
dropower resources, as well as in wind and solar power modelling and 
prediction. 
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